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FOREWORD 

The hypersonic regime is the most severe of all flight regimes, and consequently demands smart utili­
zation of ground testing and evaluation, flight testing, and computation/simulation methodologies. Because 
of this challenge, von Karman Institute (VKI) asked the Arnold Engineering Development Center (AEDC) 
to develop a comprehensive course to define the "Methodology of Hypersonic Testing." Seven American 
scientists and engineers, representing AEDC and the University of Tennessee Space Institute (UTSI), for­
mulated this course from their background of over a century of combined experience in hypersonic testing. 

The objective of the course was to present a comprehensive overview of the methods used in hyper­
sonic testing and evaluation, and to explain the principles behind those test techniques. Topics covered 
include an introduction to hypersonic aerodynamics with descriptions of chemical and gas-dynamic phe­
nomena associated with hypersonic flight; categories and application of various hypersonic ground test 
facilities; characterization of facility flow fields; measurement techniques (both intrusive and non-intru­
sive); hypersonic propulsion test principles and facilities; computational techniques and their integration 
into test programs; ground-test-to-flight data correlation methods; and test program planning. The Lecture 
Series begins at the introductory level and progressively increases in depth, culminating in a focus on spe­
cial test and evaluation issues in hypersonics such as boundary-layer transition, shock interactions, electro­
magnetic wave testing, and propulsion integration test techniques. 

To obtain a complete set of notes from this course write to: 

Lecture Series Secretary 
von Karman Institute 
Charissie de Waterloo, 72 
B-16409 Rhode-Saint-Genese (Belgium) 

The information contained in this report is a subset of the work described above. 
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HYPERSONIC FLIGHT TEST 
PART I 

PROPULSION FLIGHT TESTING 

by 
VIRGIL K. SMITH, III 

Senior Scientific Principal 
Sverdrup Technology, Inc.! AEDC Group 
Arnold Engineering Development Center 

ABSTRACT 

The challenges of hypersonic system development 
require a combination of integrated ground testing, 
flight testing, and computational/simulation 
approaches. This lecture addresses the role of flight 
testing in the triad of development approaches, and 
focuses specifically on the reasons for hypersonic 
propulsion flight test. Each reason is illustrated by 
specific mini-case studies, including the Lockheed 
X-7, North American X-15/Hypersonic Research 
Engine (HRE) combination, Russian Hypersonic 
Flying Laboratory (HFL), National Aeronautics and 
Space Administration (NASA) SR-71 External Burn­
ing Experiment, NASA Space Shuttle, and the Ger­
man HYTEX Flying Prototype. 

CFD 

ClAM 

NOMENCLATURE 

Computational fluid dynamics 

Central Institute of Aviation Motors 

C.S. Computation/simulation 

CSD Computational structural dynamics 

F . T . Flight testing 

G.T. Ground testing 

HFL Hypersonic Flying Laboratory 

HRE Hypersonic Research Engine 

LOX/LH2 Liquid oxygen/liquid hydrogen 

NASA National Aeronautics and Space 
Administration 

NASP National Aero-Space Plane 

SRB Solid rocket booster 

SRM Solid rocket motor 

SSME Space Shuttle Main Engine 

T &E Test and evaluation 
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USAF United States Air Force 

USN United States Navy 

INTRODUCTION 

Previous lectures have addressed the use of 
ground test facilities in the development of hyper­
sonic systems. As discussed in these lectures, while 
contributing a great deal to hypersonic system deve­
lopment, the current ground test capability has seri­
ous and significant limitations. In particular, the 
severe flight conditions that will be experienced by 
flight vehicles with air-breathing propulsion systems 
cannot now be fully simulated in ground test facili­
ties. Full-scale development of these typically slender, 
lifting, air-breathing hypersonic vehicles will require 
new facilities. In addition, new test techniques, 
instrumentation, sensors, and optical access are 
required. 

In addition, the governing physical laws and their 
consequences in the hypersonic regime are imper­
fectly understood. This results in important limits of 
computation and simulation with respect to an under­
standing of the basic physical phenomena and their 
appropriate mathematical models. For lack of better 
information, many computational fluid dynamics 
(CFD) models use turbulence and real gas models 
that are empirically based, using qualitative concepts 
and limited data. A similar situation exists with 
respect to computational structural dynamics (CSD) 
models. Although powerful finite-element methods 
exist, for hypersonic vehicles there is considerable 
uncertainty about mechanical and thermal loads 
acting on an overall structure. Also, there are certain 
structural phenomena that computational models and 
methods treat only partially, e.g., fatigue, crack 
propagation, and other failure mechanisms. 

Because of these ground test limitations and our 
lack of total understanding and, hence, modeling and 
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flight simulation of the hypersonic physics, there are 
certain key problems that can only be resolved 
through flight tests. This lecture will focus upon the 
important contributions of flight testing to hyper­
sonic system development, and will particularly 
center upon propulsion flight testing. A companion 
lecture will focus on aerothermal flight testing. 

The initial portion of the lecture will consider the 
many important contributions of flight testing and 
the three types of hypersonic flight test systems. Next, 
the traditional and proposed propulsion flight test 
reasons and traditional/proposed approaches will be 
reviewed. 

integrated Test and Evaluation 

The problems and challenges of hypersonic 
systems will be properly addressed when ground test 
data, flight test data, and computational/simulation 
results are used in combination to support hypersonic 
research and development (Fig. 1). As shown in Fig. 
2, the potential synergism that results from utilization 
of this triad is especially critical in the development 
of hypersonic propulsion systems. Whereas in super­
sonic systems, the state of the art in ground testing, 
flight testing, and computations/simulations is deve­
loped to a roughly balanced state,1 in contrast, 
ground test facilities that can simultaneously simulate 
all of the processes of hypersonic flight over the entire 
range do not exist. Hence, for hypersonic systems an 
even larger dependence must be placed upon flight 
testing and computation/simulation. In addition, the 
overlap of results from the common areas is essential 
to provide confidence in the results achieved when 
overlap is not possible. Uniquely and most impor­
tantly, the flight test program provides data to 
demonstrate that elements of a system function 
together to perform as designed; in short, it builds 
confidence! There is currently no other way to assure 
that the entire system functions as planned. 

Figure 1. Integrated triad of system development. 

6 

SUPERSONIC 
SYSTEMS 

HYPERSONIC 
SYSTEMS 

Figure 2. Integrated supersonic and hypersonic 
development approaches. 

Hypersonic Flight Test Systems 

As outlined in Ref. 2, a review of hypersonic 
flight test systems over the last 30 years reveals that 
three classes of flight test systems are typical, 
including hypersonic probes, prototype systems, and 
hybrids. Figure 3 summarizes these system types, 
their characteristics, and a sampling of historical, 
recent, and proposed examples. Hypersonic probes, 
sometimes termed "data probes," are categorized by 
single-minded flight test objectives which drive the 
design of the vehicle and its flight operations. Probes 
are also characterized by short test times commensu­
rate with the acquisition of the narrow data goals 
defined for the experiment. One reason for this short 
test time is to eliminate the need for complex thermal 
protection systems which characterize the hypersonic 
systems; another reason is to accommodate limited 
capacity of the system for critical expendables such 
as fuel. 

The X-I5/Hypersonic Research Engine (HR.I?) 
combination was an excellent example of a hyper­
sonic probe system which extended the X-I5 flight 
test program to focus on propulsion system demon­
stration. Although the actual HRE never flew on the 
X-I5, the two flights of the X-I5 in 1967 with a 
dummy HRE revealed important airframe-engine 
interface problems. The intersection of the shock 
from the engine with the bow shock on the engine 
strut resulted in the strut burning through and the 
dummy engine dropping off during landing.3 More 
details on the historical and current hypersonic 
probes will be furnished in a later section of this 
lecture. 

Hypersonic prototype systems are categorized by 
widely diverse flight test objectives which also include 
the need for measured flight test data (Fig. 3). 
However. the design of such systems is typically not 
driven by data, but by other motivations; the data 



TYPES AND CHARACTERISTICS 

PROBES 
• SINGLE-MINDED FLIGHT TEST OBJEaIVES 
• SHORT TEST TIMES COMMENSURATE WITH DATA GOALS 

PROTOTYPES 
• WIOEL Y DIVERSE FLIGHT TEST ORJEmVES 
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EXAMPLES 

AEROTHERMOOYNAMICS: 
• REENTRY F UPERIMENT 
• VIKING LANDER 
• FIRE EXPERIMENT 

PROPULSION: 
• RUSSIAN HYPERSONIC FLYING LABORATORY (HFL) . 
• LOCKHEEO X-7 
• X-I SIHRE COMBINATION 
• F-18 EXTERNAL BURNING EXPER. 
• SR-71 EXTERNAL BURNING EXPER. 

DYNASOAR (X20-A) 
APOLLO 

• LONGER TEST TIMES DlaATED BY THE ULTIMATE APPLICATION ROCKWELL SPACE SHUTTLE 
GERMAN HYTEX 

HYBRIDS 
• FULLY CAPABLE FLIGHT VEHICLES (FLYING TEST BEDS) 

• NOT SYSTEM PROTOTYPES 

JAPANESE HIMES 
SOlD DC-X 
X-IS 
ASSET 
USAf svs-o 
JAPANESE HIMES . 
NASP X-3D 

Figure 3. Hypersonic flight test systems.3 

acquired starts from the premise of the existing flight 
configuration, rather than shaping it. In addition, the 
data acquired include both quantitative information 
as well as more qualitative information (e.g., did the 
integrated subsystems function as planned?) Hyper­
sonic prototype systems are also characterized by 
longer test times which are dictated by the ultimate 
application. These longer test times require the use 
of complex thermal protection systems and increased 
capacities for critical system expendables such as fuel. 
These modifications can complicate some measure­
ments and can lead to multiple and possibly con­
flicting requirements and objectives from the flight 
testing operations. The Rockwell Space Shuttle is an 
excellent example of a manned prototype flight test 
system having widely diverse flight test objectives 
with extended test times, culminating in a totally new 
space transportation system. Key propulsion achieve­
ments from the prototype Space Shuttle Orbiter 
include the demonstration of man-rated, throttleable, 
liquid oxygen/liquid hydrogen (LOX/LH2) Space 
Shuttle main engines (SSMEs) delivering 84,000 N 
(375,OOO-lb) thrust from these reusable rocket 
engines. More details on the historical and current 
hypersonic prototypes will be furnished in a later 
section of this lecture. 

Hypersonic hybrid systems are categorized by 
fully capable flight vehicles, sometimes called flying 
test beds, whose chief function is to provide ex­
pansion of the technology database, but the systems 
are not prototypes of subsequent operational 
systems. The North American X-I5 is an excellent 
example of hypersonic hybrid systems, as is the' 
planned National Aero-Space Plane (NASP) X-30. 
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More specific details on these hybrid systems will be 
furnished in a later section of this lecture. 

Flight Test Logistics 

The use of flight testing is a major program 
decision that must be carefully considered. Due to 
the extremely high cost of flight testing (e.g., typically 
$250M minimum),2 this method of data acquisition 
must be weighed against other means. Historically, 
flight test projects, once initiated, take on an urgency 
of their own, assuming" ... on the day of initiation 
that the system is behind schedule and never slows 
down. The timely fabrication of a flight test system 
becomes more important than the data to be derived 
from the flight test to the point where compromises 
are made to the detriment of the test data. This is 
complicated by the cost factors of such a system 
which, like the weight of the vehicle, always escalate 
to the point where the final tasks in the program are 
neglected as cost-saving items. Data analysis is one 
of those final tasks. Because of managerial situations 
such as these, good quality data are difficult to 
achieve on a flight test program."2 

With this general background in propulsion flight 
testing, subsequent sections will address traditional 
and future hypersonic flight test rationale and 
approaches. 

PROPULSION FLIGHT TEST APPROACHES 

It is instructive for our understanding of the value 
of propulsion flight test to consider the traditional 
and current flight test programs, focusing upon the 
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specific technological achievements and lessons 
learned. These reasons for flight testing will be 
examined using a construct offered by numerous 
authors2, 4, 5 and focusing specifically on the reasons 
for propulsion flight testing. l Each reason will be 
illustrated by specific propulsion flight testing mini­
case studies. 

• DEMONSTRATE INTERACTIVE TECHNOLOGIES AND IDENTIFY UNANTICIPATED 
PROBLEMS 

• FORM A CATALYST OR FOCUS FOR TECHNOLOGY 
• GAIN KNOWLEDGE NOT ONLY FROM THE FLIGHTS BUT ALSO FROM THE PRO· 

CESS OF DEVELOPMENT 
• DEMONSTRATE TECHNOLOGY IN FLIGHT IN ORDER TO BE CREDIBLE FOR LARGER· 

SCALE APPLICATIONS 
• VALIDATE GROUND TEST DATA AND/OR UNDERSTAND THE BRIOGE BETWEEN 

GROUND TEST SIMULATIONS AND ACTUAL fLIGHT 
• VALIDATE OVERALL SYSTEMS PERFORMANCE 
• GENERATE INFORMATION NOT AVAILABLE ON THE GROUND 
• PROVIDE AN EFFICIENT EXPANSION OF THE FLIGHT ENVELOPE 
• UPDATE THE FLIGHT (ONTROl SYSTEM DESIGN AND PROGRAMMING 
• UPDATE THE PREDICTED DATABASE EMPLOYED IN THE DEVELOPMENTAL 

ENGINEERING SIMULATOR 

Figure 4. Why flight test?2.4,5 

Why Propulsion Flight Testing 

In general terms, the reasons for flight testing 
have been tabulated from several sources by 
Neumann,2 and are repeated in Fig. 4. They range 
from integrated demonstrations of interactive techno­
logies to specific updating of the predicted database 
employed in the developmental engineering simula­
tor. In the next several paragraphs, let us understand 
in more detail these reasons for flight testing as 
focused upon the propulsion systems. 

• Demonstrate Interactive Technologies 
Although a combination of ground tests and 
computations/ simulations can be done on 
individual components or even assemblies of 
components, flight test is required to demon­
strate the interactive technologies and to 
identify unanticipated problems. In flight, the 
total flight test system depends not only on how 
well the individual technologies operate as 
entities, but also how well they integrate into 
a flying system. Even the most successful indivi­
dual technology developments can result in 
marginal benefits and utility unless they are 
effectively integrated at the systems level. The 
demonstration and validation of this synergism 
are the essence of experimental flight research 
and the incentive for the investment required. 

A good propulsion flight test example for this 
case was the Rockwell Space Shuttle, which 
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embodied in the flight test vehicle five individual 
propulsion engines (Fig. 5). These propulsion systems 
had been operated individually and collectively in 
ground test facilities. However, it took the environ­
ment of flight test to demonstrate the integrated 
tripod of propUlsion vectors operating in unison 
during launch, the throttling of the LOX/LH2 
engines to allow safe passage through maximum 
flight loads, the safe separation of solid rocket 
boosters, and the throttling to maximum power of 
the SSMEs to provide orbital insertion. 

DESc:RIPTION 

OBJECTIVES 
• MANNED REUSABLE SPACE TRANSPORTATION SYSTEM 

CHARACTERISTICS 
• LENGTH: 32 m (122 A) SPAN: 24 m (78 FT) 
• EMPTY WEIGHT: 75,000 kg (165,000 LB) 
o MAN·RATED THRDI1UABLE LOXllH2 SSMEs 

- 84,300 N (375,000 LB) Thrust 
- RWlObl, 

• SEGMENTED SOLID ROCKET BOOSTERS (SRBs) 
PERFORMANCE 

e MANNED ORBITAL SPACE FLIGHT 
• PAYLOAD DEPLOYMENT AND RETRIEVAL 

APPROACH 

• USE TRIPOD OF PROPULSION ENGINES TO POWER LIFTOFF 
• SEPARATE SRIs FOLLOWING EXPENDITURE 
e UTILIZE THRDTTLEABLE SSMEs TO PROVIDE ORBITAL INSERTION 

TECHNOLOGICAL ACHIEVEMENTS 

• FULL FLIGHT ENVELOPE VALIDATION FOR LAUNCH, SPACE, AND 
REENTRY OPERATIONS 

• THROTTLEAlLE, REUSABLE LIQUID ROCKET ENGINES 
• SEPARATION OF EXPENDABLE SOLID ROCKET MOTORS (SRMs) 

LESSONS LEARNED 

• ENVIRONMENTAL EXTREMES EFFECTS ON SUBCOMPONENTS 

Figure 5. Space shuttle flight test example.3 

The X-lS/HRE combination, a supplementary 
flight test program accomplished after the original 
3 year flight test program, provided an excellent 
example of flight testing identifying unanticipated 
problems (Fig. 6). The dummy ramjet experiment 
carried at high flight velocities resulted in almost 
catastrophic effects resulting from shock boundary­
layer interaction and the significantly increased 
interference heating that was generated. From this 
unanticipated information came increased research 
and development which influenced the design of 
subsequent vehicles.4 

• Form a Catalyst or Focus for Technology -
A flight test program can serve as a focusing 
effort for the technologies in the hypersonic 
regime, and the findings and lessons learned 



DESCRIPTION 

OBJECTIVES 
• DEMONSTRATE RAMJET/SCRAMJET PROPULSION OPERATION IN 

SUPERSONIC AND HYPERSONIC ATMOSPHERIC FLIGHT 
• HYDROGEN FUELED 

CHARACTERISTICS 
• ENGINE LENGTH: 218·231 em (86·91 IN.) 
• I INLET DIAMETER: 46 em (18 IN.) 
• NOZZLE DIAMETER: 63.75 em (25.1 IN.) 

PERFORMANCE 
• MACH 6.7 
• ALTITUDE: 100 km (328,000 FT) 

APPROACH 

• USE X·15 AS PROPULSION FLYING TEST8ED 
• PERFORM TWO INTEGRATION FLIGHTS WITH DUMMY ENGINE 
• PERFORM FLIGHT TEST WITH GARRETT HYPERSONIC RESEARCH 

ENGINE (HRE) 

TECHNOLOGICAL ACHIEVEMENTS 

• TWO FLIGHTS IN 1967 WITH DUMMY ENGINE 
- Revealed ShCKk Interactions and Deleterious Effects of Heating 

Gradients, Geametry Effects, and LCKol Heating 

LESSONS LEARNED 

• CANCElLATION OF X·15 PROGRAM IN JANUARY 1968 RESULTED 
IN HHE GROUND TEST ONLY 

• ENGINE·AIRFRAME INTEGRATION SURPRISE 

Figure 6. X-IS/HRE flight test example.3•6 

can serve as a catalyst for technology develop­
ments. The planned NASP X-30 flight test pro­
gram is the latest example of this focused tech­
nology. The accelerated development and appli­
cation of CFD for vehicle and propulsion de­
sign serve as a good example case.3 The 
increasing cost effectiveness of and advances 
in computers, CFD methods, and display grap­
hics have in large part been energized by the 
desire to model complex NASP internal and 
external hypersonic geometries with the proper 
physics. This has allowed CFD to be propelled 
from a novelty, or at best a check against a 
wind tunnel-developed design, to a viable de­
sign tool with the wind tunnel used as confirma­
tion of the selected design. The increasingly 
high confidence in predictions being produced 
by CFD will also provide data which are not 
available from ground test facilities to allow a 
commitment to flight research for full design 
validation. 

There are many more examples of this process. 
Further back in history, the Space Shuttle dominated 
thinking and technology development of hypersonic 
vehicles. Prior to the Shuttle, the X-IS dominated. 
The X-IS not only provided a focus for hypersonics 
research, but also provided a stimulus for basic 
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research in this area. As of mid-I968. the technical 
community wrote 766 reports addressing X-IS deve­
lopment, flight test, and general research inspired by 
the X-IS program. 4 Hence, knowledge was gained, 
not only from the flights, but also from the process 
of development. 

DESCRIPTION 

OBJECTIVES 
• SUPERSONIC/HYPERSONIC RAMJET ENGINE TESTBED 

CHARACTERISTICS 
• LENGTH: 10 m (33 FY) 
• SPAN: 3.7 m (12 FY) 
• GROSS WEIGHT: 3640 kg (8,000 lS) 

PERFORMANCE 
• MACH 4.3 
• ALTITUDE: 30,480+ m (100,000+ FT) 
• RANGE: 158+ km (100+ MILES) 

APPROACH 

• UTILIZE A VERSATILE, FULL·SCALE TESTBED FOR SUPERSONIC AND 
HYPERSONIC RAMJET PROPULSION 

• ROCKET BOOST VEHICLE TO VELOCITIES SUITABLE FOR RAMJET· 
POWERED FLIGHT OVER A WIDE RANGE OF MACH NUM8ERS AND 
ALTITUDES 

• AIR/GROUND LAUNCHED, ROCKET BOOSTED, PARACHUTE RECOVERY 

TECHNOLOGICAL ACHIEVEMENTS 

• SUSTAINED RAMJET TESTING UP TO MACH 4.3 
• DATABASE PROVIDED VALIDATION FOR MANY RAMJET CONFIGURA· 

TlONS AND THE BOMARC SYSTEM 
- Aero: Extensivi High Mach Propulsion Performance and Con· 

trol Ooto; Airframe Instrumentation 
- Thermo: Mach 4+ Environment 

Propulsion: Ramjet Database for Boman; Tested XRJ47, XRJ43, 
and XRJ59 Engines; Boron Fuel Experiments 

- Subsystems: In· Right Drag Modulation, Preprogrammed Flight 
Profile 

LESSONS LEARNED 

• IN PERIOD 1947·1960, PROVIDED MEANS OF ADVANCING 
TECHNOLOGY AND VALIDATING DATA8ASE FOR NEW MISSILE PRO· 
PULSION SYSTEM 

• FIRST MACH 3+ FULL· SCALE REUSABLE RESEARCH AIRCRAFT 

Figure 7. Lockhead/USAF/USN X-7 hypersonic 
propulsion flight test prototype.3,6 

• Demonstrate T.echnology in Flight in Order to 
be Credible for Larger-Scaled Applications -
In order to integrate new flight vehicle tech­
nology into commercial or military systems, de­
monstration of that technology beyond the 
component stage and through flight testing is 
required. A classic propulsion example of this 
approach was the Lockheed X-7 program.3•6 

The X-7 program, conducted between 1947 and 
1960, proved to be an extremely versatile full­
scale testbed for supersonic and hypersonic 
ramjet propulsion (Fig. 7). This system was 
capable of ground- or air-launched research 
flights, and it was rocket boosted to velocities 
suitable for ramjet-powered flight over a wide 
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range of Mach numbers and altitudes. During 
the extensive flight test program. sustained 
ramjet testing was performed up to Mach 4.3, 
a performance high point for this unmanned, 
reusable system. The generated database was 
critical to validation of many ramjet configura­
tions, and was the basis for the Bomarc ground­
to-air missile propulsion system. 

Comparable utilization of flight test demonstra­
tion of advanced ramjet propulsion technology was 
accomplished in France on the ONERA Mach 5 
STATAL TEX experimental missile.7 The proposed 
HYTEX flight demonstrator for subscale demonstra­
tion of SAENGER propulsion and propulsion inte­
gration,8, 9, 10 is also an example of demonstrating 

- propulsion technology in flight prior to larger-scale 
applications. This specific example will be addressed 
in more detail later in this lecture. 

Validate Ground Test and Evaluation Data 
and/or Understand the Bridge Between Ground 
Test Simulations and Actual Flight - Valida­
tion of ground test data and/or the validation 
of processes that transform that ground test 
data to flight applications is always a need in 
flight test, and frequently it is not achieved. 
Classical examples of this have been repor­
ted. II , 12 Typical propulsion examples include 
the Russian Hypersonic Flying Laboratory 
(HFL), which will be discussed later in this 
lecture, the F / A-I8 External Burning Flight 
Test,13 and the proposed National Aeronautics 

DESCRIPTION 

OBJECTIVES 
• DEMONSTRATE LOW·SPEED BASE DRAG REDUCTION AT MACH 

NUMBERS UP TO 3 
• UTILIZE EXTERNAL BURNING CONCEPT WITH GASEOUS HYDROGEN 

FUEL 
CHARACTERISTICS 

• LENGTH: 3.1 m (10 FY) 
• WIDTH: 61 (m (24 IN.) 

PERFORMANCE 
• MACH TO 3.2 
• ALTITUDE: 25.9 km (8SK FY) 
• DYNAMIC PRESSURE: 4880 kg/m2 (1,000 L8/FY2) 

TECHNOLOGICAL PROMISE 

• ADDRESS DRAG REDUCTION FEASIBILITY 
• DETERMINE OPTIMAL SYSTEM COMPONENT CONFIGURATION; e.g., 

- Fuel EI8dor Type, LCKotion, Configuration 
- Flame Igniter Geometry 
- Flame Holding T ec:hniqullS 

• CONFIRM COMPONENT PERFORMANCE MODELS AND SCALABILITY 
OF RESUlTS 

• EXAMINE CLAIMS OF POSITIVE THRUST GENERATION 

and Space Administration (NASA) Dryden 
SR-71A External Burning Flight Test. 14 

The details of the latter flight test application are 
summarized in Fig. 8. This captive-carry flight test 
experiment utilizes the transonic external' burning 
concept with gaseous hydrogen fuel to provide the 
first large-scale flight test investigation of this base 
drag reduction technique at Mach numbers up to 3. 
Low-speed base'drag reduction is important in reduc­
ing vehicle drag and improving propulsive nozzle 
efficiency, and there have even been claims of 
positive thrust generation. Flight data will be 
correlated with a concurrent wind tunnel ground test 
of a similar test apparatus to confirm geometry and 
component performance scalability predictions and 
to investigate design parametrics under actual flight 
conditions. 

• Validate Overall Systems Performance -
Answering the question "Did the vehicle per­
form as anticipated?" is one of the most 
important reasons to conduct flight test. The 
collection of interactive technologies, the 
demonstration of their interactions, and the 
assessment of systems through an efficient 
expansion of the flight envelope are key 
requirements in certifying a collection of 
hypersonic technology as ready for transfer to 
operational vehicles. 

Typical propulsion examples include the NASP 
X-30, IS. 16, 17 the Space Shuttle,2. 3 and the proposed 

APPROACH 

• CAPTIVE·CARRY fLIGHT TEST OF TRANSONIC EXTERNAL BURNING 
CONCEPT 

• EVALUATION OF BASE DRAG REDUCTION AT MACH UP TO 3 
• CORRELATE flIGHT DATA WITH CONCURRENT WIND TUNNEl GROUND 

TEST 
• CONFIRM GEOMETRY ANO COMPONENT PERFORMANCE SCALABILI· 

TY PREDICTIONS 
• INVESTIGATE DESIGN PARAMETRICS UNDER ACTUAL FLIGHT 

CONDITIONS 

2.9 un 
(1.143 IN.) 

Figure 8. SR-71A external burning flight test. 14 
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DESCRIPTION 

OBJECTIVES 
• DEMONSTRATE SAENGER TURBO·RAM PROPULSION SYSTEM IN 

SUPERSONIC AND HYPERSONIC ATMOSPHERIC FLIGHT 
• KEROSENE/HYDROGEN FUEL 

CHARACTERISTICS 
• LENGTH: 23 m (75.44 FT) 
• WINGSPAN: 9.3 m (30.S FT) 

PERFORMANCE 
• MACH 5.5 
• ALTITUDE: 30 km (98,430 FT) 

APPROACH 

• DESIGN, FABRICATION, AND FLIGHT TEST OF A SUBSCALE RESEARCH 
VEHICLE REPRESENTATIVE OF SAENGER CONCEPT 

• EVALUATE PROPULSION PERFORMANCE OVER THE FLIGHT ENVELOPE 
OF THE SAENGER FIRST STAGE 

• COLLECT DEVELOPMENT AND FLIGHT TEST DATA FOR CODE AND 
DESIGN VALIDATION 

TECHNOLOGICAL PROMISE 

• DEMONSTRATE PROOF OF FEASIBILITY OF SAENGER PROPULSION 
SYSTEM 
- Inlel 
- T urbojel and Ramjel Engine . 
- Nozzle 
- Mode T ramilion and Conlrol 
- Airframe/Engine Inlegration 

• VERIFICATION OF AERDTHERMODYNAMIC COMPUTATIONAL METHODS 
AND CODES, STRUCTURAL DESIGN, AND SUBSYSTEMS, ESPECIALLY 
FLIGHT CONTROL 

~ HYTEX 

<E:€ 
X·1S 

SR·71 

X·1S SR·71 HYTEX 
MAX. SPEED (M) 6,S 3 S SS 
MAX. ALTITUDE 100 KM 2SKM 30 KM 

(328 KFT) (82 KFT) (98 KFT) 
PROPULSION SYSTEM ROCKET TURBO TURBO· RAM 
MODEL OF LAUNCH AIR GROUND GROUND 

Figure 9. German HYTEX flight test proto­
type. 9,IO,18 

German HYTEX flight demonstrator for the 
SAENGER aerospace plane system.9, 10,18 

The details of the HYTEX propulsion flight 
demonstrator are shown in Fig. 9. This proposed pro­
gram provides a demonstration of the proof of 
feasibility of an integrated SAENGER propulsion 
system through design, fabrication, and flight test of 
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a subscale research vehicle representative of the 
SAENGER concept. The flight test program will 
evaluate integrated turbo-ramjet propulsion system 
performance over an expansion of the flight envelope 
to Mach 5.5 at 30 km, and in the process collect data 
for validation of aerodynamic and propulsion codes. 
Reference 10 indicated that this HYTEX concept was 
being broadened to consider a family of hypersonic 
experimental flight vehicle alternatives, ranging from 
unmanned test vehicles to manned hypersonic test air­
craft. It was noted that both technical and financial 
feasibility must be proven before a selection can be 
made. 

• Update the Predicted Database Employed in 
the Developmental Engineering Simulator - A 
variety of computational models and flight 
simulators are typically utilized to support 
flight systems technology development and 
flight test planning. A typical example of 
computational models are trajectory models 
which are utilized to optimize the ascent and 
descent flight paths. These models utilize a 
mathematical description of the flight vehicle 
which contains numerous assumptions about 
the vehicle characteristics. Hypersonic 
simulation models which describe processes 
such as atmospheric variability, aerodynamic' 
heating, and propUlsion system operating 
dynamics are typically developed for incorpora­
tion into high-fidelity, real-time, man-in-the­
loop simulations. These simulations are then 
used to evaluate flying quality criteria over the 
hypersonic flight regime. The simulators are 
then utilized to gain thorough understanding 
of required versus potential vehicle flying 
qualities, which are utilized for the integrated 
flight control system. The engineering models 
and simulations are based upon experience 
from past vehicles and "best guess," and flight 
testing is utilized to collect data for updating 
of the various developmental engineering 
simulations. 

A typical example of using flight test to update 
the propulsion engineering simulations is provided 
by the Russian HFL. It is reported that the typical 
Russian approach to propulsion system development 
is the utilization of engine mathematical models to 
predict and optimize cycle performance. 19, 20 Recent 
flight testing of the Central Institute of Aviation 
Motors (CIAM)/Soyuz Design Bureau Hypersonic 
Flying Laboratory (HFL) has had as one major 
objective the validation of ground simulations.20, 21, 

22 Using ground test data, the Russians have 
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DESCRIPTION 

OBJECTIVES 
• DEMONSTRATE RAMJET/SCRAMJET PROPULSION OPERATION IN 

SUPERSONIC AND HYPERSONIC ATMOSPHERIC FLIGHT 
• LIQUID HYDROGEN FUELED 

CHARACTERISTICS 
• LENGTH: 4.3 M ENGINE LENGTH: 1.2B M 
• DIAMETER: 0.75 M ENGINE DIAM.: 0.23 M 
• WEIGHT: 595 KG FUEL: 17 KG 

PERFORMANCE 
• MACH 6·8 
• ALTITUDE: 3D km (98K FY) 

APPROACH 

• USE GROUND·TO·AIR MISSILE AS PROPULSION FLYING TESTBED 

• EVALUATE SUBSCALE AXISYMMETRIC RAMJET/SCRAMJET MOUNTED 
WITH UTILITIES ON MISSILE NOSE 

• PERFORM INTEGRATION FLIGHTS WITH COLD ENGINE FLOW 

• PERFORM HOT FLOW ENGINE TEST FLIGHTS 
EXPAND ENGINE PERfORMANCE ENVELOPE 

TECHNOLOGICAL ACHIEVEMENTS 

• TWO INTEGRATION FLIGHTS WITH COLD ENGINE FLOW (1989, 
1990); TRAJEUORY VERIFICATION 

• TWO HOT FLOW ENGINE TEST FLIGHTS 
- Noy. 1991: Mod! 5.8 at 25 km Reported 30 Se< 01 Engine 

Operation; Ramjet to Suamjet Transition; 5 Se< 
01 Suamj,t Operation; Engine Relovered 

- Noy. 1992: Reperted 17 Sel of Engine Operation; Ramjet to 
S<ramjet Transition; 15 Se< 01 Slramjet Operntion 

LESSONS LEARNED 

• DEMONSTRATED STAGED INJEGION OF FUEl TO CONTROl SUISOllK 
AND SUPERSONIC COMBUSTION 

• DEMONSTRATED REGENERATIVE COOLING OF COMBUSTOR WAll WITH 
LIQUID HYDROGEN 

• VERIFIED ALTITUDE REIGNITlON OF THE ENGINE 
• DIFFICULTY OF EXPANDING THE AXISYMMETRIC ENGINE RESULTS 

TO A REALISTIC ENGINE CONFIGURATION 

Figure 10. Russian Hypersonic Flying 
Laboratory.20, 21, 22 

401-----7'f"-----~---4 

~ 

100 

~ ... ::e 
::::> 
24 
:c 
~ 
::e -:z: 
"" ~2 

50 

SCRAMJET 
OPERATION 

RANGE, KM 
200 

SCRAMJET 
OPERATION 

100 
TIME, S 

300 

150 

accomplished one-dimensional calculations that 
approximate the ramjet/scramjet combustion 
process. Flight test data wil! help verify the accuracy 
of those codes. The HFL description, program objec­
tives, and achievements are addressed in Fig. 10. This 
flight test program of a subscale, axisymmetric ram­
jetiscramjet missile mounted with controls and 
expendables atop a Russian ground-to-air missile 
demonstrated a number of achievements in its four 
test flights. Most importantly, it demonstrated staged 
injection of hydrogen fuel into the combustion 
chamber in order to control subsonic and supersonic 
combustion. It also utilized liquid hydrogen fuel to 
provide regenerative cooling to the combustor wall, 
injecting gaseous hydrogen through one of three rows 
of injectors; injector rows were alternated depending 
upon flight conditions to change the engine's mode 
of combustion. The flights also revealed the need to 
explore a different ramjetiscramjet configuration in 
or~er to approach a real engine configuration. 
Typical engine flight test data are shown in Fig. II. 
These flight test data are useful both for validating 
the ground test data and for updating the predicted 
database involved in the engineering modes and 
simulations. 

CONCLUSION 

Without a doubt, propulsion flight testing of 
hypersonic vehicles offers a challenge comparable to 
testing the Lockheed X-7 and the North American 
X·IS. Concepts range from unmanned test vehicles 
to manned hypersonic test aircraft (Fig. 12), For these 
research vehicles and programs, trades clearly must 
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Figure 11. HFL flight test data. 12 
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Figure 12. Hypersonic experimental vehicle 
alternatives. IS 

be made between the ground tests, flight tests, and 
computations/simulations and the impact of these 
methodologies on the vehicle design. Both the 
technical as well as the financial feasibility must be 
examined in order to assemble a test and evaluation 
(T&E) approach which maximizes returns. Many 
aspects have to be considered, and realistic 
integrated, cooperative scenarios have to be 
established. This lecture has addressed the important 
aspects to be considered in propulsion flight testing. 
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HYPERSONIC FLIGHT TESTING 
PART II 

AEROTHERMAL FLIGHT TESTING 

by 
R. K. MA TIHEWS 

Senior Staff Engineer 
Calspan Corporation/ AEDC Opera~ions 
Arnold Engineering Development Center 

ABSTRACT 

Flight testing is an integral part of the hypersonics 
testing methodology. It provides the only true 
environment to demonstrate that the vehicle has the 
material/structural integrity to survive hypersonic, 
flight. This section reviews some of the fundamental 
issues of flight testing and provides an overview of 
the aerothermal techniques. Specific examples include 
heat-transfer gage measurements and some of the 
common problems that have been encountered. 

NOMENCLATURE 

h Heat-transfer coefficient 

hSTAG Stagnation point heat-transfer 
coefficient 

k Material conductivity 

L Body length 

Moo Free-stream Mach number 

q, QDOT Heating rate (1 Btu/ft2-sec 
"" lw/cm2) 

R Radial distance from centerline 

RN Nose radius 

Roo Free-stream Reynolds number 

Tr Recovery temperature 

Tw Wall temperature 

AT Temperature difference 

X Axial distance from nose 

c Material specific heat 

f Emmissivity 

e Material density 

FUNDAMENTALS 

The development of hypersonic vehicles is based 
on a foundation of three disciplines: 

Ground Testing 
Analysis (CFD) and 
Flight Testing· 

It is extremely important that each of these areas 
provide high-quality information and that there is an 
interactive flow of this information. Unfortunately, 
there are sometimes "simplistic overviews" that 
confuse the issues as illustrated in Fig. 1. Flight 
testing is very expensive, and historically there have 
been several programs cancelled immediately 
following a flight test failure. On the other hand there 
is "Reality" as shown in Fig. 2. CFD simulations are 
often "adjusted" to match experiments and in 
general they need to be coupled with experiments. 
Wind tunnels also have real-world problems in terms 
of simulation issues and extrapolation of the data to 
flight. The important message is that flight testing 
is needed (Fig. 2c) to demonstrate that the vehicle 
has material/structural integrity in the true environ­
ment and that the hardware and software can 
function properly in the environment so that the 
vehicle performs the required mission. 

One of the key aspects that a flight test program 
should include is a large effort to predict the results 
in terms of aerodynamics, vehicle dynamics, aero­
thermodynamics, and material behavior (Fig. 3). 

• One of the leading organizations involved in hypersonic flight testing in the u.s. is the Sandia National Laboratories (SNL) and 
much of the information in these notes was obtained from them (see Ref. 1). 

15 
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(fD IS WONDERFUL 

WINO TUNNElS ARE WONDERfUL 

FLIGHT TESTING IS 

EXPENSIVE 
REQUIRES LONG PREPARATION TIME 
PRONE TO PRODUCE FAILURES 

RESULTS MAY KILL PROGRAM 

Figure 1. Simplistic overview. 

IN GENERAL, OBSERVATIONS LEAD TO THEORY 

(fD MODELS ARE ADJUSTED TO MATCH EXPERIMENTS 

CFD DOES NOT ACCURATELY PREDICT ALL FUTURE TESTS 

COUPLED WITH WIND TUNNEL TEST IT IS USED TO STUDY 

- INTERMEDIATE MACH AND REYNOLDS NUMBER 
- SMALL VEHICLE GEOMETRY CHANGES 

a. Simulation (CFD) 

REYNOLDS NUMBER IS OFTEN WRONG 

MACH NUMBER MAY BE WRONG 

TUNNEL CONDITIONS BAD 

FLOW ANGULARITY AND NONUNIFORMITIES 
BASE FLOW ISSUES 
MODELS ARE TOO SMALL 

TUNNELS ARE THE MOST EFFICIENT WAY TO ACCURATELY STUDY 

ANGLE OF ATTACK 
ROLL ANGLE 
SURFACE DEFLECTION 
VEHICLE GEOMETRY 

b. Wind tunnel test 

IT PROVIDES THE TRUE ENVIRONMENT (NO SIMULATION) WHICH ALSO INCLUOES 
CONTINUOUS (HANGES IN ENVIRONMENT 

IT IS THE ONLY WAY TO SHOW THE HARDWARE AND SOFTWARE PERFORMS ITS MISSION 

c. Flight test 
Figure 2. Reality. 

LARGE EFFORT PREFLIGHT IN PREDICTING 

AERODYNAMICS 
DYNAMICS 
AEROTHERMODYNAMICS 
MATERIAL BEHAVIOR 

WISH TO MEASURE ABOVE, RELATE TO PREDICTIONS, AND IMPROVE 
SIMULATION MODElS 

Figure 3. Instrumentation objectives. 

Of course the methodology is to measure param­
eters that can be related to the predictions and then 
to improve the simulation models (codes/prediction), 
Offboard instrumentation (Fig. 4) is utilized to calcu­
late aerodynamic parameters knowing the pressure, 
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MEASUREMENT 
INSTRUMENT TYPE 

ATMOSPHERE BALLONS, WINDS, TEMP, DENSITY 
ROCKET TEMP, DENSITY 

DYNAMIC RADAR, RANGE, AZIMUTH, 
OPTICS ELEVATION 

Figure 4. Offboard instrumentation. 

temperature, and winds in the atmosphere (free­
stream conditions). These measurements can be ob­
tained from balloons or rockets launched just prior 
to or just after the flight test. The dynamics of the 
vehicle in terms of elevation, range, and position are 
measured on an instrumented range with radar and 
optics techniques. Onboard data are typically tele­
metered to the ground during the flight, and they 
include the instruments listed in Fig. 5. As can be 
seeri, the list contains many complex "instruments," 
and a comprehensive discussion of this entire list is 

IHmuMENI MEASURtMtNT TYP~ 

DYNAMIC ACCELEROMETERS AC(El (3 AXIS) 
GYRO ANGLE RATES (3 AXIS) 
PLATFORM-COMPUTER POS, VEL, ANGLE, 

ANGLE RATES 
MAGNETOMETER ANGLE 
HIGH FREQUENCY VIBRATION 

ACCELEROMETER 

ACCOUSTIC TRANSITION 
NOSElIP BALANCE FORCE, MOMENT 
HINGE MOMENT FORCE, MOMENT 

STRAIN GAGE 
ACTUATOR PRESSURE FORCE 

AEROTHERMODYNAMICS THERMOCOUPLES TEMP 
PHOTODIODES TRANSITION 
PYROMETERS TEMP 
CALORIMETERS HEAT RATE 

MATERIAL ULTRASONIC RECESSION 
RADIOACTIVE STRIP RECESSION 
THERMOCOUPLE RECESSION 
R.F. COUPLING ELECT CONDUCT 

Figure 5. Onboard instrumenation. 

far beyond the scope of this lecture series; however, 
we will focus on the aerothermodynamic techniques. 

AEROTHERMAL OVERVIEW 

Figure 6 outlines the methodology for the 
analytical and experimental approach to flight test 
aerothermal issues. The flight Reynolds number at 
which the boundary-layer transitions from laminar 
to turbulent can significantly influence vehicle design, 
since turbulent heating rates can be an order of mag­
nitude higher than the laminar values. Unfortunately, 
the ability to predict boundary-layer transition 



USE TRAJECTORY, ATTITUDE, TRANSITION (RITERIA, AND GEOMETRY TO PREDICT 
SURFACE HEATING RATES 

USE HEATING RATES AND MATERIAL MODELS TO PREDICT INDEPTH iEMPERATURES 

COMPARE PREDICTED AND MEASURED HEATING RATESITEMPERATURE DATA 

ADJUST HEATING MODEL TO BEST MATCH PREDICTIONS AND DATA 

(OMPARE ABLATION PREDICTIONS WITH RECESSION MEASUREMENTS 

Figure 6. Flight test aerothermal methodology. 

continues to elude the aerodynamicist. This subject 
will be discussed in more detail later in these notes. 
Heating rate measurements versus temperature 
measurement is often an issue because of the limited 
number of channels available during the flight. In 
general, the pros and cons of this issue are listed in 
Fig. 7 and a specific example of this issue will be 
presented below. However, we shall first address a 
typical flight test scenario. 

• FLIGHT SYSTEMS ENGINEER LIMITS AEROTHERMAL CHANNELS 

• HEAT RATE VS. TEMPERATURE ("ONE OR THE OTHER") 

-BUT NHD BOTH FOR EACH GAGE 

q - hIT, - Tw) 

PROS CONS 

AEDC-TR-94-7 

The particular example to be addressed concerns 
the analysis of a nose cone constructed of a variety 
of materials but anchored to the cone frustum by 
aluminum as shown in Fig. 8. A specific question 
which needs to be answered is, "Will the AI exceed 
its critical temperature (283°C, I ,QOOoR) during the 
flight?" In general, all three modes of heat transfer 
need to be analyzed: 

- Convection [aeroheating "" f (Moo, Roo, geom)] 

- Radiation {from (or to) the surface"", f (T~,€)} 

- Conduction [from surface to Al "" aTw , Q,c,k] 
ax 

The conduction analysis is typically 
accomplished by a finite-element code 
illustrated in Fig. 8 which solves the 
heat conduction equation for each ele­
ment (knowing Q, c, k) as the vehicle 
descends along the flight trajectory. 

HEAT RATE ONLY BASIC INPUT PARAMETER DOESN'T ANSWER-DO COMPONENTS 

The aeroheating input (CtAERO) is 
typically calculated at the hemi­
spherical stagnation point2 along the 
flight trajectory as illustrated in Fig. 
9a. This parameter is often used as a 
reference value to nondimensionalize 
the heating distribution of the remain­
der of the configuration (e.g., 
h/hsTAO). Of course, the distribution 
over the configuration continually 
changes with Mach number, Reynolds 
number, and boundary-layer state 
(laminar versus turbulent), as can be 
seen in Fig. 9b. One example of the 
results of this analysis is shown in Fig. 
10, which presents isotherm (constant 
temp) lines at the specific instant noted 
during the flight. As can be seen the 
Al component approaches 283°C; 
however, this particular design appears 
to do an excellent job of spreading the 
heat load. 

FOR (ODE THERMAL ANALYSIS GET TOO HOT 

TEMPERATURE ONLY ANSWERS FUNDAMENTAL ISSUE NOT BASIC PARAMETER: I(q) 
00 COMPONENTS GET TOO HOT POOR ANALYSIS PARAMETER: 

I (CONDUCTION, RADIATION, (ONVEC· 
TlON, SPECIFIC FLIGHT) 

RECOMMEND COMPLETE SET OF DATA FOR REQUIRES MORE DATA CHANNELS 
HEAT RATE AND TEMPERATURE 

z' 
2 
~ 1.0 

::a 
is 
:! O.S 

o 
o 

INPUTS fOR THERMAL ANALYSIS AND 
TO AIIALYlE FLT DATA ANOMALIES 

Figure 7. Data channel limitations. 

~
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I a X 
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q(ONOUcrtON 

CJ URBON/URBON 
Illla URBON PHENOLIC 
&;aJ ALUMINUM 
I!ZiI mEl 

2 3 
AXIAL POSITION, X/RH 

BAil GAP 
mllTANIUM 
E::J QUAlTl 

NOSE (ONE 
ATTACHMENT 

4 

Figure 8. Illustration of finite element model. 
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HEAT GAGE INTEGRATION 
INTO STRUCTURE 

An analysis similar to that 
presented above was performed for the 
flight test vehicle illustrated in Fig. 11. 
As can be seen, 14 heat flux gages were 
installed in this particular vehicle. The 
desired characteristics of flight test 
heat flux instrumentation are: 
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III I! • 0 0 

III I! 0 

AXIAL POSITION 
Figure 10. Test case nosetip analysis isotherm predictions. 

• Output proportional to heat flux (Q) as 
opposed to inferring q from temperature 
measurements (e.g., "coax gage") 

• Complete integration of "gage" into vehicle 
surface so that the thermal response of 
"gage" and surrounding are identica. 

• Output of both q and "gage" temperature 
should be available 

The Schmidt-Boelter gage3 has some of these 
characteristics and was the type gage used on the 
configuration shown in Fig. 11. Typical resulting data 
for a representative gage are presented in Fig. 12. The 
disagreement between the data and the prediction 
( "" 30 percent at about 45 sec) for this gage is not only 
representative of all gages on this vehicle, it is also 
typical of other heat rate flight data (see Refs. 4 and 
5 for other similar discussions). It is important to 
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4 
2 

TOTAL 14 
STAGE I SCHMIDT ·BOElTER GAGES 

Figure 11. Approximate locations of heat-flux gages 

on flight test missile. 



6,Or 

4.0 

jPEAK 

tfb 
tf' 6 

ODOT, 
-- FLIGHT PREDICTIONS 

(MINIVER-CODE) 
BTU 6 fliGHT MEASUREMENTS 

n2SEC 2.0 

o 

o 20 40 60 

TIME, SEC 

80 100 120 

Figure 12. Typical flight test heating rate data. 

recognize the three possibilities when the data and 
predictions don't agree: 

• Predictions incorrect 
• Data incorrect 
.. both incorrect 

A list of some (not all) of the possible reasons for 
incorrect flight heat rate measurements for this case 
is shown in Fig. 13. Experience has shown that 
numbers I and 2 are very common, unfortunately. 
Figure 14 illustrates the importance of a good gage 
"fit" into the surface such that the gage is flush 
within 0.004 in. (0.10 mm). 

• HEAT RATE INSTRUMENTATION APPLICATION VIOLATES 
GAGE "PRINCIPLE OF OPERATIONS" 

• POOR GAGE INSTALLATION 

• INACCURATE HEAT ·FLUX GAGE TEMPERATURE 
PREDICTIONS 

• NON ISOTHERMAL WALL EFFECT 

• AEROHEATING PREDICTIONS NEGLECT PLUME 
INTERFERENCE EFFECT ON FLOW FIELD 

• CALIBRATION SHIFT 

• INACCURATE FACTORY CALIBRATIONS 

• SENSOR SURFACE DAMAGE 

• FLlG~T DATA SYSTEM ERRORS 

• FLIGHT VEHICLE SURFACE ABLATION/EROSION OR 
DISTORTION 

• GAGE FAILED PREFLIGHT AND/OR POSTFLIGHT 
OPERATIONAL CHECKOUT 

Figure 13. Possible problem areas in flight measure­
ments. 

Integration of the gage into the vehicle surface 
has been discussed at great length by Neumann and 
others. 
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SURFACE MISMATCH 

1. 
VEHICLE SURFACE 

±30t . 
• .t.~R ::[-Q ~r ,0 

o O.OOS 0.010 

o 

(0.13) (0.2S) 

SURFACE MISMATCH, IN. (mm) 

• TO MAINTAIN ERROR < 10% MISMATCH ~ 0.004 IN. (0.10 mm) 

• GAPS BETWEEN GAGE AND SURFACE PROMOTE SIMILAR ERRORS 

Figure 14. Heat gage installation effects. 

For the present example, Fig. 15 shows the mismatch 
between the gage material and the surrounding 
material, V AMAC (a rubber insulator), Mismatched 
material can cause significant nonisothermal wall 
effects (see Fig. 16), and since qis a strong function 
of wall temperature the measured heating rates are 
significantly affected. Unfortunately, neither the gage 
nor the V AMAC temperature was measured during 
this flight test. For the flight data previously 
presented in Fig. 12 and the gage installation shown, 
estimates were made of the thermal response (tem­
perature) of both the gage and the surrounding 
surface (see Fig. 17). 

VAMA( 

CURRENT INSTALLATION 

q 

l 
VAMAC 

~UBSTRATE SUBSTRATE 

OUTPUT 0: .l T 

GAGE THERMAL RESPONSE 
'" VAMA( RESPONSE 

Figure 15. Mounting gages in insulative sufface can 
produce errors in flight test data. 

Recalling from Fig. 12 that peak heating occurred 
at about 45 sec, we see that this corresponds to a cal­
culated mismatch in temperature of about 135°F 
(57°C). Applying the methods used by Prakaraj,5 the 
nonisothermal wall effects can be accounted for, and 
corrections to the measured flight data can be made 
as shown in Fig. 18. For this case the peak heating 
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FLOW -

MATERIAL 1 

TEMPERATURE 

MATERIAL 2 

n NON·UNIFORM THERMAL RESPONSE OF 
fJ SURFACE CAUSES TEMPERATURE 

DISCONTINUITY 

I I I I I 

n SURFACE TEMPERATURE DISCONTINUITY 
<i AFFECTS CONVECTIVE HEATING DISTRIBUTION 

HEAT TRANSFER 
COEFFICIENT, h 

/" HEATING DISTRIBUTION· 
./ _ ISOTHERMAL WALL -----~­
~HEATING DISTRIBUTION· 

NON·ISOTHERMAl WALL 

I I I I I I ! ! ! ! , 

Figure 16. Non-isothermal wall affects convective 
heating. 
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Figure 17. An example of thermal analysis 
predictions. 
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FT2SE( 2.0 

o 

o 20 40 

-- FLIGHT DATA CORRECTED 
FOR NITW EFFECT 

60 

TIME, SEC 

80 100 120 

Figure 18. An example of calculated non-isothermal 
wall (NITW) effect. 
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• "GAGES" SHOULD BE PLANNED VERY EARLY IN PROGRAM AND REOUIRE 
INTEGRATION INTO STRUCTURE WHICH MUST BE VERIFIED BY DETAIL THERMAL 
ANALYSIS 

o USE HEAT FLUX GAGES INSTRUMENTED WITH THERMOCOU~LES (NEED BOTH 
q AND Twl 

• MONITOR HEAT GAGE INSTALLATION AND INSURE STRICT '~FLUSHNESS" 
SPECIFICATION, 

• GROUND TEST (HECK·OUT OF FLIGHT TEST INSTRUMENTATION IN SIMULATED 
ENVIRONMENT 

Figure 19. Some specific recommendations. 

value was reduced from 5.2 to 2.9 Btu/ft2-sec (44 
percent). This type of "correction" to the flight data 
is highly undesirable, but unfortunately it is not 
uncommon. The solution to this problem is to start 
very early in the program to "design in" the desired 
heat flux instrumentation so that the "gage" is 
integrated into the surface and has the same thermal 
response as the surface (i.e., no temperature 
mismatch). This example also illustrated the 
importance of wall temperature measurements to 
complement the heat rate measurements. Most heat 
rate gages can be purchased with installed 
thermocouples for gage surface temperature 
measurements. This is highly recommended because, 
without this information data anomalies cannot be 
resolved. Additional specific recommendations are 
presented in Fig. 19. 
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ABSTRACT 

The initial flights of the Space Shuttle uncovered 
a number of differences between pre-flight 
aerodynamic predictions and actual flight data. Most 
notable among these discrepancies was for 
longitudinal trim during high speed re-entry. To 
investigate these differences, several computer codes 
were applied to a modified Space Shuttle Orbiter to 
determine aerodynamic parameters over a wide range 
of conditions. Computations were carried out for 
wind tunnel conditions and flight conditions to assess 
Mach number, real gas, and viscous effects on the 
reentry aerodynamics of the orbiter. Based on the 
CFD results and a semi-empirical analysis of viscous 
effects, an aerodynamic model for the orbiter was 
developed to extrapolate wind tunnel data for the 
Space Shuttle Orbiter to flight conditions. 

NOMENCLATURE 

Latin 

A Reference area, 250 m2 

a Speed of sound 

CO 

c 

Body flap deflection, deg. 

Axial-force coefficient, F AI Aq"" . 

Pitching-moment coefficient, Mo/cAq"" 

Normal-force coefficient, FNI Aq"" 

Pressure coefficient, (P - P "")/q",, 

Chapman-Rubesin constant, 

JLWT ""I<JL"" Tw) 
Center of gravity 

Reference length, 12.06 m 

Axial force component 

Normal force component 

Body length, 32.84 m 

Free-stream Mach number, V""/a"" 

Total moment about Xo = 21.35 m, 
Zo = 0.94 m 
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P Pressure . 
Q Surface heat transfer rate 

q"" Dynamic pressure, Q"" V~/2 

Re Free-stream Reynolds number/m or as noted 

ReooL Free-stream Reynolds number based on 
vehicle length 

V Velocity 

V"" Viscous interaction parameter, M""rcool 

~""L 
XCP Center-of-pressure location 

x,y,z Cartesian coordinates 

Greek 

a. Angle-of-attack 

'Y Specific heat ratio 

0 Deflection angle 

~ Difference or increment 

JL Dynamic viscosity 

INTRODUCTION 

No ground test facility can reproduce all of the 
flow parameters required to fully simulate high­
velocity reentry flight. Yet, the effects of high Mach 
number, high enthalpy flow on vehicle aerodynamics 
must be accounted for if large uncertainties in the 
stability and performance of reentry vehicles are to 
be avoided. At Arnold Engineering Development 
Center, several analysis programs have been con­
cerned with the extrapolation of ground test data to 
hypersonic flight conditions. The most recent and 
most extensive of these has been for the reentry of 
the space shuttle orbiter. 

The space shuttle orbiter is a highly maneuverable 
vehicle. A gliding reentry from orbital velocity to a 
horizontal landing on conventional runways is made 
possible by the aerodynamics generated by a double 
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delta planform and both body flap and wing elevon 
controls. The body flap is the predominant longi­
tudinal trim device, while the wing-mounted elevons 
are used for longitudinal control and as ailerons for 
lateral control. The overall dimensions of the orbiter 
are given in Fig. I. 

PLAN AREA 361.2 m2 (560,000 In.2) 

254 1m (100 IN.) ........ 

"0"." -

Figure 1. Space shuttle orbiter geometry. 

Although the reentry phase of the space shuttle 
flight test program was remarkably successful, a 
number of discrepancies between preflight predic­
tions of aerodynamics and flight data were un­
covered. Most notable among these was in the area 
of longitudinal trim at high Mach numbers. At these 
hypersonic conditions, much greater control surface 
deflections than predicted prior to flight, were 
required to maintain proper vehicle attitude because 
of the misprediction of the pitching moment. I The 
results of these mispredictions are illustrated in Figs. 
2 and 3. 

The preflight predictions of the orbiter aero­
dynamics were based primarily on ground test data 
obtained in a very extensive wind tunnel test pro­
gram, the most extensive in aviation history. This 
paper describes a study carried out at Arnold 
Engineering Development Center to attempt to 
resolve discrepancies between the space shuttle orbiter 
wind tunnel and flight data, and to provide a rational 
basis for extrapolating ground test data to hypersonic 
flight conditions. 

APPROACH 

In general, wind tunnel data cannot be used 
directly for predicting the aerodynamic characteristics 
of a vehicle in hypersonic flight. Continuous flow or 
blowdown facilities which yield the highest quality 
data cannot achieve the Mach numbers associated 
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with reentry flight. Moreover, the high temperatures 
experienced in hypersonic flight cause air to depart 
substantially from ideal gas behavior, a situation that 
cannot be adequately simulated in wind tunnels. 
These and many other severe simulation problems' 
limit the applicability of ground test facilities in the 
hypervelocity regime. 

The approach taken during this study was to 
couple a set of high-quality wind tunnel data2 with 
computational fluid dynamic solutions for high Mach 
number flight conditions. The CFD codes were used 
to extend the wind tunnel data to hypervelocity 
conditions taking into account Mach number, real 
gas, and viscous effects on the aerodynamics of the 
orbiter. 

STS·' 
FLIGHT DATA 

z IS 
C) 

~ 10 
Q ---------------. ...... - ~ ... -- ..... ---- .. ----

~ 5 "1.---' PRE.FLlGHT PREDICTION 

~ 0 8 10 12 14 16 18' 20 22 24 26 
MACH NUMBER, Moo 

Figure 2. Comp~rison of STS-I flight data with 
prediction. 

0.04 

I 
;:! 0.03 

..2 
J' I" 0.02 

i:i 
0:: ;Z 0.01 

o 8 

AVERAGE FOR STS 
FLIGHTS 1·4 

10 12 14 16 18 20 22 
MACH NUMBER M., 

24 26 

Figure 3. Difference in pitching-moment coefficient. 

To assess the influence of high Mach number and 
real-gas effects on the space shuttle orbiter aero­
dynamics during reentry, inviscid CFD codes were 
applied to a modified orbiter configuration. Detailed 
flow-field solutions were obtained for both wind 
tunnel conditions and flight conditions and computed 
surface pressures were integrated over the body to 
determine the aerodynamic forces and moments 
acting on the vehicle. Perfect-gas computations at 
Moo = 8 were used as baseline conditions from 
which the change in aerodynamic coefficients due to 
high Mach numbers and real-gas effects were 
measured. The Moo = 8 computations were also 
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o 
xlL .. 0.233 

compared with aerodynamic and pres­
sure data2, 3 from AEDC Tunnel B on 
a O.0175-scale, high-fidelity model to 
validate/calibrate the computational 
results. -'!GT-X 

x/L = 0.233 0.620 0.930 
o 

.. ~~.= O:~~~£VISCOUS MODEL 
~INVISCID MODEL 

Viscous effects on orbiter 
aerodynamics were pursued using CFD 
solutions as well as an analysis of 
experimental data leading to simple 
analytic expressions for viscous contri­
butions to CA and CM' 

p~lj~,on 'i \l 
xlL .. 0.930 

The majority of the work discussed herein 
concerns Mach number, real-gas, and viscous effects 
on the aerodynamics of the basic orbiter con­
figuration. These appear to be the principal cause of 
the misprediction. However, there is also evidence 
of degradation of control effectiveness, and a later 
section discusses this aspect of the problem. 

INVISCID COMPUTATIONS 

The geometry used for the inviscid computations 
is illustrated in Fig. 4. This configuration was 
generated with the Grumman QUICK geometry 
modelling program4 and was obtained from NASA 
LaRC. The model has been used extensively in 
orbiter studies and was not altered during the 
present investigation. The major difference 
between the computational model geometry 
and the actual orbiter are as follows: (1) the 

Figure 4. Computational model geometry. 

Computer Codes 

The inviscid computer codes used to determine 
Mach number and real-gas effects were CM3DT5 
and STEIN6. CM3DT is a three-dimensional, time­
marching Euler solver that is used to provide a start­
ing solution for the supersonic space-marching code 
STEIN, which was applied over the major portion 
of the vehicle. The regions for which the codes were 
used are illustrated in Fig. 5. CM3DT and STEIN 
are each interfaced with the QUICK geometry rou­
tines which specify the body shape and compute 
geometrical parameters on the surface. Both codes 
employ conformal mapping to transform the physical 
space between the body and the bow shock into a 
rectangular computational domain. 

wing sweep back angle has been increased from 
45 to 55 degs; (2) the wing thickness of the 
model is about twice that of the orbiter; (3) the 
canopy has been smoothed out; (4) the rudder' 
and OMS pods were not included in the model 
geometry; and (5) the computational geometry 

FOREBODV REGION 
TRANSONIC FLOW 

CODES 
INVISCID - CM3DT 
VISCOUS • AIR3D 

is squared off at the body flap hinge line. These 
modifications to the geometry were designed to 
. avoid embedded subsonic flow regions at the wing­
body junction, to remove the canopy shock, and to 
avoid the complex lee side flow features that have 
little influence on the aerodynamics at high angle of 
attack. The projected planform area is approximately 
2 percent less than the orbiter projected area, and 
the centroid of the projected area is approximately 
2 percent of model length further aft than for the 
orbiter. For consistency, however, the actual orbiter 
wing area and mean aerodynamic chord were used 
in calculating all aerodynamic coefficients. 
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AAERBODY REGION 
SUPERSONIC FLOW 

CODES 
INVISCID . STEIN 
VISCOUS - SSPNS 

POSSIBLE FLOW SEPARATION 
VISCOUS CODE . RAMP 
INVISCID CODE • GEES 

Figure 5. Computational regions of various codes . 

Both CM3DT and STEIN can be used either for 
perfect-gas or equilibrium air computations. Tabu­
lated thermodynamic properties, in conjunction with 
table look-up routines, are used for equilibrium air 
computations. 

Comparison with Wind Tunnel Data 

To establish credibility of the CFD results and to 
assess the effect of geometrical differences on the 
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aerodynamic parameters, initial computations with 
CM3DT and STEIN were made to compare with 
wind tunnel results. The specific wind tunnel data 
used in these comparisons are from AEDC Tunnel 
B.2.3 

Figure 6 shows a comparison of computed and 
measured pressure coefficients along the windward 
centerline at Moo = 8.0 for two angles of attack. The 
computed pressure distributions, although slightly 
overpredicting the pressures in the mid-body region, 
generally agree very well with the experimental 
values. Pitot profile data taken along the windward 
centerline allow comparison of the boundary-layer 
edge Mach number with the surface Mach number 
computed with STEIN. This comparison is shown in 
Fig. 7 for an angle of attack of 30 deg. Also shown 
on this figure are surface Mach number distributions 
determined from the pressure data for two extreme 
assumptions on entropy swallowing: (1) a boundary 
layer of zero thickness, and (2) a fully viscous shock 
layer with edge conditions given by local tangent cone 
theory. 

0.8 

0.6 

0.2 

a ,. 30 DEG 

a = 25 DEG 
o o 0 o 

o 

Moo = 8, Re .. , l = 1.3 X 106 

o AED( TUNNEL B, a '" 25 DEG (REF. 3) 
" AEOC TUNNEL B, a "" 30 DEG 
- (M3DT/STEIN CALCULATIONS, 'Y "" 1.4 xlL 

°o~--~~--~~--~~--~----~ 0.2 0.4 0.6 0.8 1.0 
xlL 

Figure 6. Comparison of computed pressure 
distributions on windward centerline 
with experimental data. 
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--- TANGENT (ONE 0 PilOT DATA (REF. 3) 

o~~~--~--~--~--~ o 0.2 0.4 0.6 0.8 1.0 
x!L 

Figure 7. Comparison of computed edge Mach 
number with experimental data. 
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0.8 
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Ii ii AEDC TUNNEL B (REf. 2) 
Re OOl "; 5 X 106 

III 

III 

i·e 
III 

10 

u ..... -!:;---::---:::---:!::---:f::---:'! 
IS 20 25 30 35 40 

a, DEG 

Figure 8. Comparison of computed normal-force 

coefficient with experimental data. 

puted pitching-moment coefficient with experimental 
values for the basic orbiter geometry. The maximum 
deviation, which occurs at an angle of attack of about 
30 deg, corresponds to a difference of center of 
pressure of 0.3 percent of the body length. 

+0.04 

+0.02 

M", - 8 
o CM3DTISTElN, 'Y - 1.4 

"II AEOC TUNNEL 8 (REF. 2) 
Re"'l - 5 X 10' 

O~----~------------------•• 
A comparison of computed and experimental -0.02 

normal-force coefficients is shown in Fig. 8. The ref-
erence area used to nondimensionalize the calculated 
value is the actual orbiter wing area, AREF = 250 m2 

ft2. The agreement shown would be improved were 
the reference area reduced by 2 percent to account 
for differences in the projected planform area. 

Predicting pitching moment is a severe test of any 
CFD code. Figure 9 shows a comparison of com-
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-0.04 "Ii 
15 20 25 30 35 40 

a, DEG 

Figure 9. Comparison of computed pitching-moment 

coefficient with experimental data. 

The results of the above comparisons, in addition 
to giving confidence in the applicability of the 



computational codes to the complex orbiter model 
geometry, also indicate that there are no great 
aerodynamic differences between the computational 
geometry and the actual orbiter geometry for these 
high Mach number test conditions. 

Mach Number and Real-Gas Effects 

Changes of the orbiter aerodynamics from the 
baseline conditions due to hypersonic Mach number 
and equilibrium air thermodynamics were investi­
gated by carrying out a series of CFD computations 
using CM3DT and STEIN. Computations were made 
for the matrix of conditions shown in Table 1. As 
indicated in this table, difficulties were encountered 
in obtaining solutions at the highest angle of attack. 
Nonetheless, it is believed that the consistency of the 
results is such that values at higher angle of attack 
can be extrapolated without great risk. 

Table 1. Matrix of Conditions for Inviscid 
Computations. 

ri, DEG GAS 
8 

20 IDEAL v 
REAL 

25 IDEAL v 
REAL 

30 IDEAL v 
REAL v 

35 IDEAL v 
REAL v 

40 IDEAL x 
REAL 

MACH NUMBER 
13 18 23 
v v v 

v v v 

v v v 
v v v 
v v v 
v v v 
v v v 
x x x 

v . COMPUTATION 
v . COMPLETED 
x . COMPUTATION 

FAILED 

REAL·GAS CONDITIONS 
Moo = 8 V 00 = 2622 mISe< (8600 It/se<) Altitude = 46.3 km (152,000 It) 
Moo = 13 Voo '" 4268 mIse< (14,000 It/se<) Altitude", 57.3 km (188,000 It) 
Moo = 18 V 00 '" 5488 mISe< (18,000 It/se<) Altitude = 64.6 km (212,000 It) 
Moo = 23 V 00 = 6707 mIse< (22,000 It/se<) Altitude'" 73.2 km (240,000 It) 

Mach Number Effects 

Figure 10 compares pressure coefficient 
distributions along the windward centerline of the 
model orbiter geometry for two angles of attack and 
Mach numbers of 8.0 and 23.0. The results in this 
figure were obtained assuming flow of an ideal gas 
with 'Y =: 1.4. These results show that increasing 
Mach number causes a slight decrease in pressure 
coefficient over the entire body, a trend that is 
consistent with supersonic flow over cones and 
wedges .. 

The effect of Mach number variations on the 
aerodynamic coefficients CA , CN, and CM is shown 
in Figs. 11, 12, and 13, respectively. Both the axial­
and normal-force coefficients show a decrease with 
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o Moo=8 'Y=1.4 
'" Moo = 23.0 ((1A3DT/STEIN) 

ri = 30 DEG 

ri = 20 DEG 

°o~----~----~------~----~--~ Q2 Q4 Q6 Q8 1.0 
xlL 

Figure 10. Effect of Mach number on windward 
centerline pressure distributions. 

increasing Mach number due to the decreased pres­
sure coefficients. The pitching-moment coefficient 
incr.eases (more nose up) with Mach number due to 
the decrease of pressure coefficient in the aft portion 
of the vehicle, where the area is concentrated. The 
increase in pitching moment is most pronounced at 
low angles of attack. As expected, all three coeff­
icients asymptotically approach constant values as the 
Mach number becomes large. 

0.111 

0.01 

..;< 0.06 

ri, DEG 

0--. ~ ..;; ~40 35 
~ ~ -0 030 
~~25 
~20 

PERFECT GAS, 'Y = 1.4 
0.05 (CM3DT/STEIN) 

O.04L.--...b--~_....J.._-~-....I 
o 10 15 20 25 

Moo 

Figure 11. Effect of Mach number on axial-force 
coefficient. 

1.2 
ri, DEG 

0--.... 0--040 
PERFECT GAS, 'Y = 1. 4 
(CM3DT/STEIN) 

1.0 ~3S 

0.8 
"----0---.0---30 

0.6 
"----0---.0--- 2S 

0.4 

Figure 12. Effect of Mach number on normal-force 
coefficient. 
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0.02 
PERFECT GAS, 'Y = 1.4 ct, DEG 

~~(~CM~3D~T/~ST~E1N~) ___ ~==~;;;;;;~20 

J' o~ ~ 2S - ~30 
-0.02 ~ 
~3S 

-0.04 0------<>---<>40 
~--~----~I----~I~--~I~--~I. o 10 15 20 25 

Moo 

Figure 13. Effect of Mach number on pitching­
moment coefficient. 

Figure 14 shows the forward shift in center of 
pressure from the reference condition at Moo = 8.0 
as a function of Mach number and angle of attack. 
This figure indicates a substantial shift forward in 
center of pressure at lower angles of attack due to 
Mach number. 

16 PERFECT GAS, 'Y = 1.4 
((M30T/STE1N) 

0~~~20~~2~S--~30~~~~~40 
ct,OEG 

Figure 14. Effect of Mach number on center-of-
pressure location. 

Real-Gas Effects 

The effect of equilibrium chemistry on the 
aerodynamics of the Orbiter were examined by com­
paring inviscid computational results obtained with 
CM3DT and STEIN for a perfect gas with 'Y = 1.4 
to results at similar conditions for equilibrium air. 
The most dramatic effects of equilibrium air occur 
within the wind side shock layer and are illustrated 
in Figs. 15-17. Figure 15 shows comparative wind side 
shock shapes at Mach 23 and 35-deg angle of attack. 
A small influence on the pressure and velocity 
distributions through the shock layer is shown in Fig. 
16. Comparative profiles of Mach number and tem­
perature given in Fig. 17 show the greatest change. 
The value of the isentropic exponent through the 
shock layer at x/L = 0.775 is 'Ye = 1.137. 

The effect of real-gas thermodynamics on the 
surface pressure distribution is illustrated in Figs. 18 
and 19 by comparing the pressure distribution for a 
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Figure 15. Comparative shock shapes. 
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Figure 16. Shock layer pressure and velocity profiles. 
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Figure 17. Shock layer Mach number and 
temperature profiles. 
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Figure 18. Real-gas effect on windward centerline 
pressure distribution. 



400 -

300 

8 200 
-a: 

100 

I 

~, 
xlL = 0.715 

o 6 0 6 0 

Moo = 23, a = 30 DEG 
o PERFEO GAS, 'Y = I. 4 
A EQUILIBRIUM AIR 

((M3DT/STElN) 

o 

°O~--~~--~--~--~~--~IO 

Y, m 

Figure 19. Real-gas effect on aft windward pressilre 
distribution. 

perfect gas at Mach 23 with an equilibrium air com­
putation at approximately the same Mach number. 
Figure 18 shows comparative pressures along the 
windward centerline. Note that the real-gas pressure 
is slightly higher than perfect-gas pressure in the 
forebody region and somewhat lower on the 
afterbody. These distributions indicate that an effect 
of equilibrium air will be to produce a more positive 
(nose up) pitching moment. Figure 19 compares span­
wise pressure distributions at x/L = 0.775 and shows 
that the real-gas effects cause a reduced pressure over 
most of the aft windward portion of the body. but 
an increase near the leading edge. 

Considering that a major factor in the real-gas 
influence on aerodynamics is through a reduction in 
the effective gamma. one can show the trends 
exhibited by the pressure distributions are consistent 
with simple relations from hypersonic flow theory. 
The Rayleigh pitot formula. for example. shows that 
at constant Mach number. the stagnation point 
pressure increases with decreasing gamma. Tangent 
cone or tangent wedge theory. on the other hand, 
applied to the afterbody region shows a decrease in 
pressure coefficient with decreasing gamma. 

Real-gas effects on the axial- and normal-force 
coefficients of the orbiter model geometry are 
illustrated in Figs. 20 and 21. Figure 20 demonstrates 
that the real-gas effects increase the axial-force 
coefficient. This is attributed to the higher pressures 
on the forebody and wing leading e~ges shown 
previously. Figure 21 indicates a slight decrease in 
normal force due to lower pressure on the aft portion 
of the vehicle. 
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Figure 20. Real-gas effect on axial-force coefficient. 
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Figue 21. Real-gas effect on normal-force coefficient. 

Real-gas effects on pitching moment are shown 
for the high-velocity, high altitude case in Fig. 22 by 
comparing the results for perfect-gas computations 
with those for equilibrium air thermodynamics. This 
figure reveals that the real-gas effects tend to drive 
CM more positive with the effect being most 
significant at higher angles of attack. As angle of 
attack increases. the effective bluntness of the vehicle 
becomes greater. producing a stronger bow shock. 
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Figure 22. Real-gas effect on pitching-moment 
coefficient. 

Combined Mach Number and Real-Gas Effects 

Combined Mach number and real-gas effects are 
shown in Fig. 23 for the high Mach number 
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condition, in terms of forward shift in center of 
pressure from the baseline Mach 8, perfect gas case. 
The relatively large shift at low angles of attack is, 
in part, due to a reduced CN, making the center-of­
pressure location very sensitive to changes in CM. 
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Figure 23. Combined Mach number and real-gas 
effects on center-of-pressure location. 
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complementary approaches: (1) fully viscous com­
putations for a modified orbiter geometry using a 
parabolized Navier-Stokes computer code, and (2) 
the development of simple analytical expressions for 
the viscous contributions to CA and CM from 
theoretical considerations and experimental data. 

Computational Study 

The principal effort in this part of the program 
was to obtain laminar viscous flow-field solutions for 
a model orbiter using existing computer codes. The 
model geometry used for these computations is sim­
ilar to that employed for the inviscid computations . 
The principal difference between the two models is 
that the upper surface of the viscous geometry is 
approximated by ellipses as shown by the dashed lines 
in Fig. 4. 

Computer Codes 

MACH NO. r t· 
14 ... 

~ -0.03 ~ 

10 
oS O.OIS ~12 

:..-----10 

The computer programs used 
for the viscous computations were 
two codes developed principally at 
NASA Ames based on an implicit, 
approximately factored, finite dif­
ference solution (Beam and Warm­
ing algorithm) of the thin-layer 
Navier-Stokes equations. The blunt 
body code, AIR3D, is a three­
dimensional, time-dependent 
Navier-Stokes solver developed by 
Pulliam and Steger. 8 Bow shock 
fitting and other refinements were 
added to the code by Kutler, et, al.9 
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Figure 24. Combined Mach number and real-gas effects on 
aerodynamic coefficients CN and CM' 

The combined corrections of CN and CM due to 
Mach number and real-gas effects, based on inviscid 
computations, are shown in Fig. 24 as a function of 
Mach number and angle of attack. Engineering 
judgment was used in fairing the curves and 
extrapolating outside the computational database. 
Note the following: (1) at high angles of attack and 
high Mach numbers, the shift in CM of about 0.030 
due to Mach number and real-gas effects; (2) there 
is a loss of normal force due to these effects; and (3) 
there is a small effect at Mach 8. 

Additional details on the inviscid computational 
results can be found in Ref. 7. 

VISCOUS ANALYSIS 

The analysis of the viscous effects on the space 
shuttle orbiter aerodynamics was pursued using two 
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This code is applied far enough 
back on the body that the flow outside the boundary 
layer is fully supersonic. At this location, a starting 
plane is generated for the supersonic space-marching 
afterbody code. 

The parabolized Navier-Stokes (PNS) code used 
for the viscous afterbody computations was originally 
developed in shock capturing form by Schiff and 
Steger lO and was modified by Chaussee, et al. 11 to 
include bow shock fitting. In structure, the code in 
very similar to the blunt body code with the axial 
independent variable assuming a time-like character 
is supersonic flow. Further development of this code 
was sponsored by the U. S. Air Force Wright 
Laboratory. 12 

At the time this work was being carried out, both 
codes were restricted to perfect-gas computations. 



Obtaining PNS solution on the shuttle-like 
geometry was not an easy task. A number of modifi­
cations to the code, described in more detail in Ref. 
13, were required to march the solution to the end 
of the body. In particular, severe problems were 
encountered at about x/L = 0.6, where the wing flare 
occurs. At this point it was necessary to discontinue 
the lee-side flow-field computations, introducing an 
artificial boundary condition just above the wing. 
With this change, the solution on the windward side 
could be continued to the end of the body for low 
angles of attack (01 "" 20 deg). 

Computational Results 

Numerical solutions of the three-dimensional 
parabolized Navier-Stokes equations were obtained 
for the model geometry at Moo = 23 over a range 
of altitudes from 52 km to 86 km at an angle of attack 
of 20 deg. The orbiter angle of attack at these 
altitudes is about 40 deg, a much more difficult 
computation. A partial solution (x/L < 0.6) was also 
obtained at Mach 8 and 25 deg angle of attack. Free­
stream conditions for the viscous computational cases 
are given in Table 2. 

Table 2. Viscous Test Case Conditions. 

CASE 
1 2 3 4 5 

Ct, DEG 25 20 20 20 20 
M", 7.92 23.0 23.0 23.0 23.0 

T "" K 52.7 234 234 234 234 

TW' K 300 1111.1 1111.1 1111.1 1111.1 
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Figure 25. PNS computations of surface pressure 
distribution. 
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Figure 26. PNS results for heat transfer on wind-side 
pitch plane compared with experimental 
data. 

Re, m-I 18.23 x IDS 7.87 x 10. 1.57 X 104 3.02 x 103 3.93 x 10. 

Figure 27 shows the axial-force coefficients, 
CA, and pitching moment coefficient, CM, 
computed at 01 = 20 deg, plotted against 
viscous interaction parameter, V 00' All of the 
results shown in this figure were obtained at 
Moo = 23, varying Reynolds number to 

Figure 25 presents the surface pressure results 
along the windward and leeward pitch planes of sym­
metry for two different Reynolds numbers. Also 
shown in this figure are STEIN results for the same 
geometry, Mach number, and angle of attack. As ex­
pected, the PNS results approach the inviscid com­
putations as the Reynolds number increases. Note 
that the pressure on the lee side aft of x/L = 0.2 is 
very low, and should have little effect on the aero­
dynamic coefficients. 

A comparison of computed heat-transfer 
distribution along the windward centerline with data 
from AEDC Tunnel B14 is presented in Fig. 26. The 
PNS code slightly overpredicts the data, but the 
agreement is considered good. 

simulate different altitudes of the re-entry 
trajectory. Pressure and viscous forces were 
integrated individually to separate induced pressure 
contributions from viscous shear. The unrealis-

. tically high CA levels are due to the large pressure 
drag on the very blunt-winged computational model. 
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Approximate Expressions 

Simple approximate analytical expressions for the 
viscous contributions to CA and CM have been 
derived to supplement the PNS solutions and permit 
extrapolation of those results to higher angles of 
attack. The expression for CA is based upon heat­
transfer measurements on the windward side of the 
orbiter and Reynolds analogy relating the skin­
friction coefficient to Stanton number. The details 
of this derivation are given in Ref. 13, but the final 
expression is 
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Figure 27. PNS computations of axial-force and 
pitching-moment coefficients. 

where 

and 

CA = 3.63 V"" sin ex (cos ex)1.75 (1) 

v"" 
rc: M"" 

..JRe""'" L 

,",W T "" 

'"''''' Tw 

Eq. (1) is converted to an expression for viscous 
contribution to pitching moment by assuming that 
the viscous shear acts only over the windward surface 
and multiplying the force by an effectiv~ lever arm 
as shown in Fig. 28. The resulting expression is 

CM = -0.765 V"" sin (cos ex)I.7; (2) 
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• ASSUMPTION 

0.06 

0.04 
..jC 

<1 0.02 

a = 20 DEG 
EXPERIMENTAL DATA, Meo > 14 

SYM' RUN 
A 4586} o 4593 AEDC TUNNEL F 
a 4601 (REF. 15) / 
.. 4615 .. '7 

THEORETICAL VISCOUS 0' '7 ,:? , 

MOMENT FROM 
FIG. 27, Moo = 23'-

\... EMPIRICAL EQUATION (ED. (I)) 

0.02 _ 0.04 0.06 
V", 

J' -0.02 [THEORETICAL ~COUS AXIAL FORCE/ROM 
<1 FIG. 27, /;leo - 23 ~ 

o ---v 
-0.01 0 0 0 __ r 

~o EMPIRICAL EQUATION (ED. (2)) 

0.02 0.04 0.06 
Veo 

Figure 29. Comparison of theoretical, empirical, and 
experimental viscous drag and moment 
results. 

Figure 29 shows a comparison of the viscous cont­
ribution to CA and CM as obtained from Eqs. (1) 
and (2) with corresponding PNS solutions and experi­
mental data15 from AEDC Tunnel F at 20-deg angle 
of attack. The various experimental points shown for 
a given Tunnel F run are data taken at different times 
during the run where V "" is changing because of de­
creasing stagnation pressure and varying stagnation 
temperature. Inviscid values of 0.0520 (CA) and 
0.001 (CM) were subtracted from the tabulated exp­
erimental data in Ref. 15 to obtain .lCA and .lCM. 
The empirical equations gave a very good representa­
tion of the viscous influence predicted by the PNS 
solution and displayed by the experimental data at 
this angle of attack. 

AERODYNAMIC MODEL 

+ VISCOUS DRAG AND VISCOUS 
MOMENT COMES FROM LOWER 
SURFACE ONLY. 

In order to make comparisons with 
flight results, aerodynamic coefficients 
for the orbiter at flight conditions were 
obtained by applying corrections des­
cribed in the previous sections to the 
Mach 8 wind tunnel data. This pro­
cedure is illustrated in Fig. 30. For the 
comparisons with flight data made in 
this section, the contributions of the 
control surface deflections were 
assumed to be as predicted before 
flight and given in the Aerodynamic 
Design Data Book (ADDB).16 

+ VISCOUS MOMENT CAN BE 
EXPRESSED IN TERMS OF 
VISCOUS DRAG. 

A(M "" CA • .A!.. 
y '. v ( 

= -0.765 V "" SIN a (COSa)l.1S 

Figure 28. Empirical equation for viscous contribution 
to pitching moment. 
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Figure 30. Methodology for extrapolation of 
aerodynamic data to flight condi­
tions. 

An example of the buildup of flight CM is given 
in Fig. 31 for a high-altitude point on the flight 
trajectory. This figure shows the Mach 8 Tunnel B 
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Figure 31. Build-up flight CM using metho­
dology. 

data and the Mach number, real-gas, and viscous 
effects derived from CFD computations to arrive at 
the basic body CM for the flight conditions. Also 
shown in this figure are the pre-flight predictions16 

of CM for similar conditions. Note that the basic 
body values of CM from the aerodynamic model are 
0.02 or more greater than the pre-flight predictions. 

Figure 32 shows basic pitching-moment 
coefficient as obtained from the model as a function 
of Mach number and altitude for angles of attack 
of 30 and 40 deg. The trajectory of STS-3 is also 
plotted on this figure. 
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Figure 32. Basic body pitching-moment coefficient 
from methodology. 

Comparison of the aerodynamic model with 
flight inferred values of CM for STS-3 and STS-4 is 
displayed in Figs. 33 and 34. The CM values plotted 
in these figures contain contributions from the 
control surface deflections as well as the basic body. 

MACH NUMBER, Moo 
10.0 15.0 20.0 25.0 

OK---~----+T----~--~~ 
50 KIA 60 KM 75 KM 

, J' -0.05 

-0.10 

Figure 33. Comparison of aerodynamic predictions 
with flight data for STS-3. 

Also shown in these figures are values from the Aero­
dynamic Design Data Book. The corrections for 
Mach number, real-gas, and viscous effects have 
accounted for approximately 75 percent of the 
discrepancy in pitching moment. , 
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Figure 34. Comparison of aerodynamic predictions 
with flight data for STS-4. 

BODY FLAP INVESTIGATION 

An investigation of the body flap effectiveness 
was carried out in a manner similar to that performed 
on the basic vehicle itself. The body flap was modeled 
as a two-dimensional compression corner as shown 
in Fig. 35, and computations of the flow field were 
made using time-marching inviscid and viscous CFD 
codes. Initial profiles near the body flap hinge line, 
needed to start these computations, were obtained 
from Stein or PNS solutions for the model 
computational geometry. Figure 36, for example, 
shows velocity profiles from the PNS code at the 
body-flap hinge line for ex = 20 deg and several 
simulated altitudes at Mach 23. The projection of the 
body flap into the flow stream for 5- and 8 deg 
deflections are also given in this figure. 

EFFECT CODE INITIAL PROFILES 
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Figure 36. Velocity profiles at the body flap hinge 
line. 

generator is used to map the solution domain between 
the body surface and the bow shock into a rectangu­
lar computational domain. Profiles on the windward 
centerline of the orbiter at the body flap hinge line 
obtained from STEIN solutions were used as initial 
cond}tions for the body flap computations. Rather 
than attempt to capture the bow shock, the outer 
boundary for the computation was taken to be just 
inside the shock where conditions were assumed to 
be constant. Experimentation showed the computed 
surface pressures to be insensitive to outer boundary 
conditions. 

At the time of this study, GEES2D was restricted 
to perfect-gas computations; thus, the real-gas effects 

were simulated using a constant effective 
approximation. The value of 'Y used in the flap 
region was the average isentropic exponent 
calculated from the STEIN equilibrium air 
solution at the starting plane. Figures 37 and 
38 show computed pressure contours in the flap 
region for ideal and simulated real-gas 
calculations, respectively. The change in 
embedded shock angle and structure between 
the two cases is apparent. 

The influence of Mach number and effec-
tive gamma on the body flap contributions to 

Figure 35. Computational domain and codes for control vehicle pitching moment is shown in Fig. 39. 
surface study. The upper portion of this figure for Moo = 8.0 

Inviscid Computations 

An investigation of Mach number and real-gas 
effects on the body flap effectiveness was carried out 
using a two-dimensional, time-marching Euler solver, 
GEES2D. The code employs an explicit Mac­
Cormack predictor-corrector algorithm to solve the 
two-dimensional Euler equations cast in conservation 
law form to permit shock capturing. An elliptic grid 
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shows excellent agreement with values from the 
ADDB. Computational results for M = 23. are 

given in the lower part of the figure for 'Y = 1.4, and 
show a small Mach number effect, but a more 
substantial real-gas effect increasing the body flap 
effectiveness. This increase is primarily due to higher 
Mach numbers approaching the results with ADDB 
body flap for equilibrium air solution. An increase 
in body flap effectiveness is in the wrong direction 
to explain the differences shown in Figs. 33 and 34. 
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Figure 37. Inviscid pressure field near the body lap, 
'Y = 1.4. 
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Figure 38. Inviscid pressure field near the body flap, 
'Y = 1.4. 
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Figure 39. Comparison of inviscid computational 
results with ADDB body flap effect­
iveness. 

33 

AEDC-TR-94-7 

Viscous Computations 

The influence of viscosity on the body flap 
effectiveness is illustrated in Fig. 40 for an angle of 
attack of 20 deg. The upper part of the figure 
corresponding to wind tunnel conditions shows little 
change attributable to viscous effects. The lower 
graph, corresponding to conditions at 240 kft, shows 
a substantial loss of effectiveness. Unfortunately, 
viscous solutions for the basic body at higher angles 
of attack are not available to provide a starting data 
plane for the flap computations. However, an 
estimate of viscous effects on the body flap at high 
angles of attack was obtained by using inviscid basic 
body computations and scaling the boundary-layer 
thickness, from flat plate relations, using the local 
Mach number and Reynolds number at the body flap 
hinge line. This technique provided an approximate 
st~rting plane for the body flap computations for 
ct > 20 deg. 
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Figure 40. Viscous effect on body flap pitching 
moment. 

The net result of the computed increase in 
effectiveness due to real gas and decrease due to 
viscous effects is shown in Fig. 41 for an angle of 
attack of 35 deg. The CFD computations suggest that 
the increase in effectiveness due to real-gas effects 
cancels the loss due to viscous effects. 
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Figure 41. Real-gas and viscous influence on body 
flap effectiveness. 
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Flexibility Correction 

There is a definite indication of a loss of body 
flap effectiveness in the orbiter flight data. This is 
shown in Fig. 42 where the residual in pitching 
moment for the first ten flights, computed using 
AD DB aerodynamics, is plotted versus body flap 
deflection. The trend exhibited by the data indicates 
that the body flap is less effective than predicted by 
the ADDB. 

During the course of this investigation, some 
static deflection data on the body flap came to light 
implying a flexibility correction between the indicated 
and actual flap deflection at flight conditions. These 
tests were conducted by Rockwell International 
before STS-l, but were not included in the ADDB. 
Figure 43 shows the degree of error in the indicated 

MACH 18 

10 15 

~ o 

MACH 25 

flap deflection. This correction 
was included in the aerodynamic 
model. 

COMPARISON WITH 
FLIGHT DATA 

-10 -5 5 10 IS -10 -S S 10 IS 

The ultimate test for an aero­
dynamic model, of course, is 
how well it compares with flight 
data. The aerodynamic metho­
dology presented in this paper 
has been compared with data 
from the first ten shuttle flights. 
The results of this comparison in 
terms of moment residual at four 
different Mach numbers are pre­
sented in Fig, 44 versus body flap 
deflection angle. A similar com­
parison based on ADDB aero­
dynamics is shown in Fig. 42, 
and the improvement is obvious. 
The moment residuals, ACM, 
plotted in Figs. 42 and 44 were 
determined by summing moment 
contributions about the vehicle 
CO. If the aerodynamic coeffi­
cients, the free-stream dynamic 
pressure, and the vehicle CO 
were known precisely, this sum 
should be exactly zero for a 
trimmed flight condition. A 
negative ACM indicates a 
positive contribution to CM not 
accounted for in the aero­
dynamic model. 

BODY FLAP, DEG BODY FLAP, DEG 

Figure 42. Moment residual about CO based on ADDB 
aerodynamics. 
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Figure 43. Body flap flexibility. 
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Figure 44. Moment residual about CO based on 
aerodynamic model. 

Figure 45 shows a direct comparison of body flap 
deflection as computed with the current aerodynamic 
model with the flight data from STS-l. This 
represents about the poorest agreement between the 
model and any of the first ten flights. Also shown 
in Fig. 45 is the preflight prediction based on the 
ADDB. 
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Figure 45. Comparison of predicted body flap 
deflection with flight data. 

Two difficulties in the analysis of the shuttle flight 
data should be mentioned. A lack of precise know­
ledge of the atmospheric density, particularly at high 
altitude, introduces errors in reducing the aero­
dynamic forces to coefficient form. Also, the center 
of gravity of the vehicle is subject to an uncertainty 
of ± 2.0 cm. These uncertainties contribute to the 
data scatter in Figs. 42 and 44 and add challenge to 
the analysis of flight data. 

Despite the much better agreement, there is still 
room for improvement between the aerodynamic 
model and the flight data. In particular, the trend 
in Fig. 44 suggest, that further loss in body flap 
effectiveness is present than just the small flexibility 
correction contained in the current model. This 
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difference is not surprising in view of the many 
assumptions made in the control surface analysis. 
There also appears to be an additional nose-up 
basic body pitching moment unaccounted for in 
the present model. Among the possibilities for 
this discrepancy are geometrical differences 
between the orbiter and the computational 
model, nonequilibrium effects, viscous cross­
flow effects, and coupled real-gas viscous effects. 

SUMMARY AND CONCLUSIONS 

Inviscid and viscous CFD codes have been 
applied to a modified space shuttle orbiter 
geometry to investigate differences between 
preflight aerodynamic predictions and aero­
dynamic data from hypersonic reentry flight. 

The computer codes used have been tested by 
comparing surface pressure, heat transfer, and force 
coefficients with experimental data from AEDC whid 
tunnels. Flow-field solutions were obtained for flight 
conditions to assess Mach number, real-gas, and 
viscous effects on the reentry aerodynamics of the 
orbiter. Based on the CFD studies and a semi­
empirical analysis of viscous forces, an aerodynamic 
model was developed to extrapolate wind tunnel data 
to flight conditions. 

Comparison of the aerodynamic model with 
flight data shows a significant improvement over 
preflight predictions. Based on this study, the 
following conclusions are drawn: 

1. Differences between preflight predictions and 
flight data for hypersonic pitching moment are 
primarily due to Mach number and real-gas 
effects. 

2. Viscous effects have a stabilizing influence on 
orbiter aerodynamics. 

3. Real-gas and viscous effects tend to produce 
opposite results on the control surfaces and 
cancel out. 
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